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Abstrak –  Wind tunnel is used to provide air flow to an object so that the aerodynamics characteristic of 

the object can be determined. The given air flow will be varying according to the object working 

condition. LAPAN Supersonic Wind Tunnel can operate at the speed of 1 – 3.5 Mach. The value of 1 – 3.5 

Mach is determined from calculating the measurement of static pressure and stagnation pressure. 

Sometimes problem occurs when one of the sensor was unavailable to use, this situation can delay the 

ongoing test in the wind tunnel. The purpose of this paper is to review the soft sensor method to be 

applied as a backup for the physical sensor. 
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1. Introduction 

Wind tunnel is a tool / facility used by researcher to measure or monitor the behavior an 

object in an air flow. The operation of a wind tunnel is based on testing a reduced-scale model 

of an aerodynamic object [1]. In wind tunnel testing, air speed, force and moment measurement 

of the test object is the a few variable researchers need to know.  

There are a few type of wind tunnel based on their speed regime [2]: 

- Subsonic tunnel (incompressible) 0 < Ma < 0.25 

- Subsonic tunnel (compressible) 0.25 < Ma < 0.8 

- Transonic tunnel  0.8<Ma < 1.2 

- Supersonic tunnel 1.2<Ma < 5 

- Hypersonic tunnel  5 < Ma  

 

Ma or Mach is a ratio of velocity at a point in fluid to velocity of sound. Blowdown 

Supersonic wind tunnels are designed to produce supersonic air speeds for aerodynamic analysis 

and testing on scaled models under well controlled test conditions [3]. 

 
Figure 1. Schematic diagram of a supersonic blowdown wind tunnel 

 

Before starting a wind tunnel test we have to set a few parameters to gain a certain speed, 

those parameters are pressure of the storage tank and the sliding block. The parameter setting 
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was achieve by calibrating the wind speed to the storage tank pressure and the sliding block 

setting. But due the open loop tunnel condition, the outside condition (wind, temperature, etc.) 

can still have a small influence to air speed, so we still need to know the exact speed 

measurement from the sensors. To measure the air speed in supersonic tunnel we are using 2 

pressure sensor, static pressure sensor and total pressure sensor.  

For pressure sensor calibration, the data acquisition collects the pressure sensor output in 

(voltage) as pressure given with the pressure gauge calibrator, and the calibration data have a 

linear trend [4]. 

 

Figure 2. LAPAN Supersonic wind tunnel 

In order to measure an air speed, we use the Bernoulli’s compressible equation: 

  

 
    

   

 
   

 

   
     ......................… (1) 

 

Where P0 is stagnation/total pressure, P is static pressure, γ is ratio of specific gas heat (1.4 

for air) and M is Mach number. 

From eq 1 we can get: 

   
 

   
  
  

 
 
        

    .............................. (2) 

 

Problem occurs when one of the sensors become malfunction, so we can’t determine the 

exact speed measurement. If we can get a replacement sensor the problem is solve, but some 

time we can’t get the replacement or repair the sensor immediately.  

 

2. Soft Sensor 

In the last two decades, soft sensors have been increasingly applied in process industry as 

an alternative to traditional hardware instruments. Soft sensors are inferential estimators, 

drawing conclusions from process observations when hardware sensors are unavailable or 

unsuitable; they have an important auxiliary role in sensor validation when performance 

declines through senescence or fault accumulation [5]. 

Applications range from oil industry [6], chemical processes [7], metallurgical industry [8].  

Typically, they are predictive models based on large amount of data available. In general, one 

can broadly classify soft sensors in two types, namely, the model driven (white-box models) and 

data-driven models (black-box models). First-principle models are dependent on a prior 

mechanical knowledge and thus often unavailable since industrial process are too complicated 

to analyze, making the mechanical knowledge rather hard-won. The data driven models rely on 

data modelling techniques and are trained on data collected during the operation of the process 

[9].  
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Figure 3. Soft sensor development process 

Preprocessing and predictive techniques: The statistical and machine learning techniques 

for the data processing and for the actual soft sensor. 

Historical data: The historical data for the training and parameterization of the 

preprocessing and the predictive methods. 

Expert knowledge: The role of expert knowledge is needed when a case like distinguishing 

between two different drift discussed or determine a validation of data.  

 
Figure 4. Soft sensor operation 

A wide variety of statistical interference techniques and machine learning techniques have 

been employed in data -   driven soft sensors, among which representative examples are 

principal component system regression (PCR) that incorporates principal component analysis 

(PCA) with a regression model, partial least square (PLS) regression, support vector machine 

(SVM) [18], and artificial neural network (ANN) [9].  According to a recent review paper on a 

recent data based soft sensor, the regression method (PCR) is the most widely used.  

 

3. Soft Sensor Data 

2.1. Historical Data 

The historical data consist of a number of an input variables, for example, hardware sensor 

measurement and, one or more target variables. Some time there can be a relevant delay 

between collecting data measurement, this is cause by the fact that the target variables may have 

to be obtained in a time consuming manner (e.g. manual evaluation of quality measurement in a 

laboratory. Nevertheless, for the historical data, it can be assumed that the delays are 

compensated by entering the target values at the time point of taking the sample for the 

historical data [10].  

 

2.2.  Online / real-time data. 

When the soft sensor system finished the model is applied in a real system application and 

needs to deal with a real data stream. Compare to historical data, online / real time data have a 

slightly different characteristic.  

 

2.3. Data collection and preprocessing 

There are some problems with data collections and preprocessing for soft sensor modelling 

such as, sampling time, missing data, outliers, working conditions accuracy and so on [11] [19].  

 

2.4. Sampling time 

In the majority of problems, the acquisition frequency of easy-to-measure variables is 

much higher than the acquisition frequency of hard-to-measure variables. In such cases, there is 

the necessity to synchronize the variables. This problem is usually referred to in the literature as 
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multi rate character, or multiple rate phenomenon [12]. There are two approaches to this 

problem. 

a) Down sample of the easy-to-measure data samples. With this approach in accordance to the 

slow sampling rate of the hard to measure variables, we exclude the samples of the easy to 

measure data samples that do not have a corresponding hard to measure (target) value [13]. 

b) In order to estimate the hard-to-measure variables, low sampling rate variables, a finite 

impulse response (FIR) model is estimated and applied on the samples. 

 

2.5. Missing data 

The problem of missing data occurs when no value is stored for variable in an observation. 

A possible cause of missing data is related to the transmission of the data between the sensors 

and the database, errors in the database, problems in accessing the database, etc. [8]. There are 

two different approach for dealing with missing values (1) single imputation where the missing 

values are replaced in a single step (using, e.g., mean/median values) and (2) multiple 

imputation, which are iterative techniques where the several imputations steps are performed.   

 

2.6. Outliers  

Outliers are observation values that deviate significantly from the typical, meaningful range 

of values. Outliers can be caused, for example, by sensor malfunction, communication, errors or 

sensor degradation [11]. If we’re using PLS algorithm, outliers detection and handling plays a 

critical role in soft sensor development because PLS algorithm are sensitive to outliers in data 

set [14].  In [14], a multivariate method for online outlier detection was offered. In addition, 

they also proposed a novel Bayesian approach to differentiate the outliers that represent a 

process change from those erroneous readings. 

 

4. Data Driven Techniques For Soft Sensor Development 

In the data driven techniques there are 3 most common methods for the development of soft 

sensor, the PCA method, PLS and ANN [13]. 

 

4.1 Principal Component Analysis 

The PCA algorithm reduces the number of variables by building linear combinations of 

them. This is done in such a way that these combinations cover the highest possible variance in 

the input space and are additionally orthogonal to each other. In the context of the process 

industry data this is a very useful feature because the data there are often co-linear. In this way, 

the collinearity can be handle and the dimensionality of the input space can be decreased at the 

same time. The PCA process was able to identify frequency ranges where the inline and vertical 

cross-axis forces are correlated or uncorrelated to each other [16]. 

 

4.2 Partial Least Squares 

This algorithm, instead of focusing on the covering of the input space variance, pays 

attention to the covariance matrix that brings together the input and the output data space. The 

algorithm decomposes the input and output space simultaneously while keeping the 

orthogonality constraint. In this way it is assured that the model focuses on the relation between 

the input and output variables. The two methods differ also in the type of data matrices that are 

analyzed. Typically, data matrices analyzed by PLSC have a complex and specific structure 

whereas the data matrices analyzed by PLSR tend to be simple matrices. PLSC is also very 

versatile and has been adapted to several different situations such as multi-block analysis. 

PLSR, being an iterative process, requires long computation time which can be prohibitive for 

some applications with very large data sets [17]. 
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4.3 Artificial Neural Networks 

The original intention of ANNs was to build computational models motivated by the 

operation of biological neurons, which are the basic information processing units in nervous 

systems. The task of both the biological and the artificial neuron is to collect information at the 

inputs, to process this information and to output it. There is a large variety of computational 

intelligence models which are more or less biologically plausible and can be summarized under 

the term artificial neural network. In case of soft sensor, the most commonly applied type of 

ANN is the MLP’s (Multilayer Perceptron) [9]. An MLP is a feed forward ANN that maps sets 

of input data onto a set of appropriate outputs. It consists of one input layer, one output layer 

and at least one hidden layer. 

 
Figure 5. MLP Structure 

 

The role of the input layer is to collect input data and provide it to the hidden layer for 

further processing. The number of input layer is equivalent to the dimensionality of the input 

data. The role of hidden units is to collect the signals at their input, that is, the output of 

preceding layer; multiply them by the connection weights; build a sum of them; and process the 

using the transfer function g hidden. 

x_i^hidden=g^hidden (∑_j▒〖w_(j,i)^hidden x_j^in 〗) 

Where: 

x_i^hidden        = Is the output of the i the hidden unit 

w_(j,i)              = Is the weight between the j the input unit and i is the hidden unit  

 g^hidden ( )  = Is the transfer function of the output neuron       

x_j^in = Is the j th variable of the input sample 

 

5. Soft Sensor Application 

The application of soft sensor can be found across many fields. A few applications 

of soft sensor are, Online prediction, process monitoring and process fault detection also 

as a hardware sensor backup [9]. 
 

5.1 Online Prediction 

Soft sensor for online prediction is use because the prediction of online values cannot be 

measure online by automated measurements. This may be for technological reason (e.g., there is 

no available instruments to do the measurements), for economical reason (e.g. the necessary 

instrument is too expensive). Soft sensor can, in such scenario provide useful information about 

the values interest and in the case when the soft sensor fulfills given standards, it can also have 

incorporated in to automated control loop process. Online prediction based on semi-analytic 

performance prediction techniques as used in physical layer abstraction method [20]. 
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5.2 Process monitoring and process fault detection. 

Commonly process monitoring technique are based on multivariate statistical techniques 

like PCA. These measures have, on the one hand, providing information about the contribution 

of the particular features to a possible violation of the monitoring statistics.    

 

5.3 Hardware sensor backup 

Soft sensor can also act as a sensor backup with a tendency of failure or with a requirement 

of a periodic maintenance. In such situation, to prevent disturbance or delay to the system, soft 

sensor can be development to replace the unavailability.  
 

6. Conclusion 

There is no doubt that soft sensor will have an important role in a process industry and 

instrumentation. Up until now, soft sensor has been implemented as a backup or as a 

replacement for the unavailability of physical sensor. From this review, the soft sensor method 

commonly used as a hardware backup is PCA and PLS. The PCA algorithm reduces the number 

of variables by building linear combinations of them. In this case (soft sensor for Mach number) 

only have a few variable, so we think the PLS method is the right method to use. But, this 

method still must be proven through a series of wind tunnel test. 
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